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This study develops a novel cervical precancerous detection system by using texture analysis
of ¯eld emission scanning electron microscopy (FE-SEM) images. The processing scheme
adopted in the proposed system focused on two steps. The ¯rst step was to enhance cervical cell
FE-SEM images in order to show the precancerous characterization indicator. A problem arises
from the question of how to extract features which characterize cervical precancerous cells. For
the ¯rst step, a preprocessing technique called intensity transformation and morphological
operation (ITMO) algorithm used to enhance the quality of images was proposed. The algo-
rithm consisted of contrast stretching and morphological opening operations. The second step
was to characterize the cervical cells to three classes, namely normal, low grade intra-epithelial
squamous lesion (LSIL), and high grade intra-epithelial squamous lesion (HSIL). To di®eren-
tiate between normal and precancerous cells of the cervical cell FE-SEM images, human
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papillomavirus (HPV) contained in the surface of cells were used as indicators. In this paper, we
investigated the use of texture as a tool in determining precancerous cell images based on the
observation that cell images have a distinct visual texture. Gray level co-occurrences matrix
(GLCM) technique was used to extract the texture features. To con¯rm the system's perfor-
mance, the system was tested using 150 cervical cell FE-SEM images. The results showed that
the accuracy, sensitivity and speci¯city of the proposed system are 95.7%, 95.7% and 95.8%,
respectively.

Keywords: Cervical cancer detection; electron image; image processing; features extraction;
intelligent system.

1. Introduction

Cervical cancer screening is an important step in
preventing cancer through the early detection of
abnormal tissue or cancer in the neck of the womb
(i.e., cervix).1 Several screening tests have been
shown to detect cancer at the early stage and reduce
the chance of dying from cancer. The screening is
based on cellular-level approach (i.e., pap smear,
liquid based cytology (LBC), etc.) and tissue-level
approach (i.e., colposcopy, cervicography, etc.)2

which were developed based on analysis of the
images. In the screening of cervical cancer, the ab-
normality of cells is investigated based on the
morphological component of cells such as nucleus
and cytoplasm. The pap smear images are produced
by a light microscope where cells often overlap. The
overlapped cells will complicate analysis of the nu-
cleus and cytoplasm thus can decrease the accuracy
of screening results. LBC images are produced to
overcome the limitations of a Pap smear where the
overlapped cells rarely appear in LBC slides.
Meanwhile, colposcopy and cervicography images
are produced by capturing the cervix using camera.
However, both techniques have produced low reso-
lution images. The analysis of the aforementioned
techniques is performed based on the morphological
condition of the cervix tissue where the analysis of
the images focused on the intensity di®erence in
certain areas of the cervix. Examining cells using a
microscope and looking for strategic parts by sliding
the slide during the acquisition process is tiring and
time consuming.

Currently, ¯eld emission scanning electron mi-
croscopy (FE-SEM) is considered to be the most
reliable model in producing high-resolution images
of the surfaces of biological specimens.3,4 A manual
cervical cancer screening based on the FE-SEM
technique has been investigated.5 Based on the re-
view of the data acquisition technique for cervical

cells, the FE-SEM technique is one of the newest
approaches to investigate abnormalities in cervical
cells. The FE-SEM captures images using an elec-
tron microscope and investigates cervical samples
based on its morphological surface. Due to the high
resolution images produced, the smaller compo-
nents in the samples even those in nanometer sizes
such as virus and bacteria can be clearly seen.
Therefore, the FE-SEM is a powerful tool to be used
for the acquisition process for cervical cancer.

The development of a computer-aided screening
system for cervical cancer has the potential to be
used as second opinion to increase the reliability of
early screening and has become one of the important
topics of research in the area of medical image
processing. Several other published computer-
aided screening systems using image processing
techniques are based on thin prep,6 colposcopy,7

cervicography,8 and °uorescent in situ hybridization
(FISH).9 The computer-aided screening system
generally consists of three subsystems namely pre-
processing system, features extraction and classi¯-
cation systems. Images from the data acquisition are
processed for enhancement in the preprocessing
system in order to obtain the same standard image
for comparison. Furthermore, feature extraction can
be conducted based on the preprocessed images. The
features extracted are then used for classi¯cation.
These systems are used on each image acquired.
Consequently, many sample images are operated by
clicking many times on the screening process.
Therefore, the automatic screening system is im-
portant to reduce the operation time of screening.

Thus, this paper presents an automatic screening
system for cervical cancer based on FE-SEM ima-
ges. The automatic feature extraction is an impor-
tant part for this system to optimize its
classi¯cation performance. For feature extraction,
the shape of human papillomavirus (HPV) can be
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an indicator of precancerous cervical cells. It is be-
lieved that the viruses can be detected on the surface
of a cervical cell image produced from the FE-SEM
process. Therefore, to know the characteristics of a
cervical cell FE-SEM image, a large region of interest
(ROI) is needed to observe the features to di®eren-
tiate between normal and precancerous cells. Virus
and cells in the FE-SEM image have a constant size
ratio with an absolute size value in microns (smaller
than cells) and have similar intensity values. The
viruses can be recognized by its speci¯c texture on
the cervical cells' FE-SEM images.

This research exploited the area of sample prep-
aration, data acquisition, preprocessing, and feature
extraction for an automatic screening system for
cervical precancerous cells. Section 1 provides gen-
eral view of the manual screening techniques and
computer-aided screening systems for cervical pre-
cancerous cells. Section 2 presents the basic
knowledge about gray level co-occurrences matrix
(GLCM) for texture analysis in image. Section 3
describes materials, the sample preparation and
data acquisition techniques for a proposed screening
system. System con¯gurations of the proposed sys-
tem which consisted of preprocessing, features ex-
traction and classi¯cation techniques are presented
in Sec. 4. Section 5 provides quantitative and
qualitative results and discussions of the screening
system. Finally, Sec. 6 provides conclusion and
possibility of the proposed system in the future.

2. GLCM

Historically, the most common methods used to
describe texture information are statistical based
approaches.10 There are several statistical texture
analysis algorithms designed to represent and rec-
ognize textures, for example, GLCM,11 gray-level
run length,12 gray-level di®erence vector,13 Fourier
power spectrum,14 max–min texture,5 sum and dif-
ference histograms,15 texture spectrum,16 and
semivariograms17 are among the common approa-
ches in the literature. In the image feature classi¯-
cation, several researchers have approved the good
capability of the GLCM method to extract features.
Features based on GLCM achieved better classi¯-
cation results than other methods.18,19

Based on the statistical methods used in the
algorithms, there are two types, namely the ¯rst-
order and second-order statistical methods. First

order statistical methods use the probability dis-
tribution of image intensities approximated by the
image's histogram. With such statistics, it is possi-
ble to extract descriptors to describe image infor-
mation. First-order statistics descriptors include:
entropy, kurtosis and energy, to name but a few.
Second-order statistical methods represent the joint
probability density of the intensity values (gray
levels) between two pixels separated by a given
vector. This information is coded using GLCM.
Currently, GLCM has been applied to characterize
most malignant tumors, script identi¯cation, facial
expression recognition, etc.10,20–22

There are several important parameters to con-
sider when designing a GLCM, which are as follows:
(1) the region size, (2) the quantization levels, Ng,
(2) the displacement value d, and (3) the orienta-
tion value �. The region size gives the dimensions of
the region of which GLCM is computed. The
number of gray levels is an important factor in the
computation of GLCM. The more levels included in
the computation, the more accurate the extracted
textural information, with, of course, a subsequent
increase in computation costs since the quantization
scheme smoothen an image and thus reduces noise-
induced e®ects to some degree.

The displacement parameter is important in the
computation of GLCM. Applying a large displace-
ment value to a ¯ne texture would yield a co-
occurrence matrix that does not capture the textural
information, and vice versa. A researcher used d ¼
1; 2; 4; 8; 16; 32; 64 and found that overall classi¯ca-
tion accuracies were essentially equivalent in dif-
ferentiating cloud types.23 However, for higher
displacement values, the authors found that the
classi¯cation accuracies decreased. They also con-
cluded that the classi¯cation result is best when
using features from matrices of d ¼ 1; 2. This indi-
cates that single-displacement features might not be
su±cient to represent textures.

The orientation parameter is relatively less im-
portant compared to other factors in co-occurrence
matrices. Some authors use the average and range,
some use certain series of orientations; for example,
�, 75, 90, 109, and 165�, a range and average of
� ¼ 45; 90, and 135�, average of two by 126 apart,
average of three by 66 apart, and average of four
by 37� apart, average of 45, 90, and 135�, average,
variance and range of � ¼ 0; 45; 90, and 135�, and
pre-speci¯ed orientations for each image.11
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Suppose an image to be analyzed is rectangular
and has Nx columns and Ny rows. Suppose that the
gray level appearing at each pixel is quantized to Ng

levels. Let Lx ¼ f1, 2, . . ., Nxg be the columns, Ly ¼
f1, 2, . . . Nyg be the rows, and Gx ¼ f0, 1, . . ., Ng –

1g be the set of Ng quantized gray levels. The set
Ly � Lx is the set of pixels of the image ordered by
their row-column designations. The image I can be
represented as a function that assigns some gray
level in G to each pixel or pair of coordinates in
Ly � Lx; I : Ly � Lx ! G. The texture-context in-
formation is speci¯ed by the matrix of relative fre-
quencies Pij with two neighboring pixels separated
by distance d occurring on the image, one with gray
level I and the other with gray level j. Such ma-
trices of gray level co-occurrence frequencies are a
function of the angular relationship and distance
between the neighboring pixels. Formally, for angles
quantized to 45 intervals, the unnormalized fre-
quencies are de¯ned as shown in the equations at
the bottom of the page which denotes the number of
elements in a set.

3. Materials and Methods

Cervical cells samples were used and taken from the
liquid-based cytology (LBC) specimens in this re-
search. The cervical cells have been under ¯xation
during the LBC specimen preparation. The Medical
Ethics Committee (MEC) of University of Malaya
Medical Centre (UMMC) has approved the collec-
tion of the LBC specimens from the pathology de-
partment. These specimens underwent cervical
screening for cervical precancerous cells and were
diagnosed by the pathologist. The rest of cervical
cell samples of the LBC specimens used for screen-
ing by experts were kept in the refrigerator from
contamination until they were used for this
research.

For the next process, these samples were sent to
various laboratories in University of Malaya, Kuala
Lumpur for the sample preparation and capturing
image process using FE-SEM/EDX. In the ¯rst
step, the specimens were ¯xed in a McDowell-
Trump ¯xative prepared in 0.1M phosphate bu®er
or cacodylate bu®er (pH 7.2) at 4�C for 2 h and then
washed twice with 0.1% of a phosphate-bu®ered
saline (PBS) for 10min each time. For the dehy-
dration process, a series of ethanol dilution dehy-
dration series were implemented at 50%, 75%, and

twice at 95% for 15min each time, and 3 times at
100% with an equilibration step of 20min each time.
In the drying process, the dehydrate specimens were
immersed in 1–2mL of HMDS for 10min, the
HMDS was then decanted into the specimen vials
and put into the desiccator and left to air dry at
room temperature. The next process was to mount
the dried specimens on circular stainless steel molds,
coated with 10 nm of pure gold in a vacuum sputter
coater, and kept in a desiccator or under vacuum at
all times before they were viewed under FE-SEM/
EDX.

This research used FE-SEM with brand Quanta
¯eld emission gun (FEG) 250 SEM. The capturing
of the FE-SEM image was implemented at 10mm
working distance and operated at low voltage
(10 kV). Elevation, tilt, and azimuth degrees in the
data acquisition were set up for 35�, 0.01� to 0.5�,
and 0�, respectively. Both In-Lens (I-L) and Ever-
hart–Thornley (ET) detectors were used to create
the image.

4. System Con¯guration

For developing the automatic screening system in
this study, the following requirements are to be met
in order to develop a reliable automatic screening
system.

1. A cervical cell FE-SEM image must be enhanced
using an automatic algorithm in order to obtain
a general standard input image which allows
extraction of the prominent characteristics of
cervical cells.

2. Feature parameters used in the features extrac-
tion system must represent some characteristics
of either normal, low grade intra-epithelial
squamous lesion (LSIL) or high grade intra-
epithelial squamous lesion (HSIL) cells to ensure
the e®ectiveness of identifying precancerous
cells.

Beside the preprocessing technique in point 1 above,
the automatic features extraction is an important
part to optimize classi¯cation performance. For
features extraction, the shape of HPV can be an
indicator to cervical precancerous cells. The virus is
believed to be easily detected on the surface of a
cervical cell FE-SEM image. Therefore, to know the
characteristics of cervical cells in a FE-SEM image,
a large ROI is needed for observing its features to

Y. Jusman et al.

1650045-4

J.
 I

nn
ov

. O
pt

. H
ea

lth
 S

ci
. 2

01
7.

10
. D

ow
nl

oa
de

d 
fr

om
 w

w
w

.w
or

ld
sc

ie
nt

if
ic

.c
om

by
 H

U
A

Z
H

O
N

G
 U

N
IV

E
R

SI
T

Y
 O

F 
SC

IE
N

C
E

 A
N

D
 T

E
C

H
N

O
L

O
G

Y
 o

n 
09

/2
2/

18
. R

e-
us

e 
an

d 
di

st
ri

bu
tio

n 
is

 s
tr

ic
tly

 n
ot

 p
er

m
itt

ed
, e

xc
ep

t f
or

 O
pe

n 
A

cc
es

s 
ar

tic
le

s.



di®erentiate between normal and precancerous cells
using the existence of the virus.

The virus and cells in a FE-SEM image have a
constant size ratio with an absolute size value in
microns (smaller than cells) and also have a similar
intensity value. The virus can be recognized by its
speci¯c texture on cervical cell FE-SEM images as
shown in Fig. 1 (arrow head). A simple thresholding
method involving a constant value cannot be
expected to e®ectively segment the cancer cell,
therefore the di®erence between cancerous and
normal cells can only be distinguished by investi-
gating their texture.

The proposed system is a computer-aided
screening system for fully digital cervical cells FE-
SEM images. The imaging device adopted in our
system is a FE-SEM with brand Quanta FEG 250
SEM. The pixel size of a cervical cells FE-SEM
image is 1024� 943 pixels. The gray level is pro-
portional to the logarithm of the absorbed X-ray
energy. Digital image data are transmitted directly
from the workstation.

The software system consists of both an en-
hancement system and a feature extraction system.
The image acquired from the FE-SEM is pre-
processed to enhance the cervical cell's details to aid
the feature extraction process. The enhancement
system consists of a two-step process.

The ¯rst processing step consists of contrast
stretching to improve the quality of the input
image. It is intended to automatically stretch the
contrast of the FE-SEM image to normalize the
intensity distribution of the image. The di®erences
in the contrast conditions of the image are due to
manual adjustments of the contrast performed
during the data acquisition process.

The second step is focused on equating the illu-
mination of the FE-SEM image. Nonuniform illu-
mination issues have become a problem in the
feature extraction process. It consists of morpho-
logical operations to facilitate the feature extraction
process. The feature extraction system applies the
GLCM technique to extract statistic features based
on the cell's gray level value. The schematic dia-
gram is shown in Fig. 2. Details of the system's
°owchart are given below.

4.1. Preprocessing

For preprocessing, we applied an intensity trans-
formation and morphological operation (ITMO)
algorithm to enhance the quality of the input

(a) (b) (c)

*Note: orange arrowheads refer to viruses

Fig. 1. Display of cervical cells samples: (a) Normal, (b) LSIL, and (c) HSIL FE-SEM images.

Input FE-SEM 
images

Enhancement by contrast 
stretching and 

morphological opening 
operations 

Features extractions by 
employing GLCM 

algorithm

Classification by 
Discriminant 
analysis (DA)

Fig. 2. Process °ow chart of the computer-aided screening
system for cervical precancerous cells.
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FE-SEM image. In the ¯rst step of preprocessing,
we used intensity transformation namely contrast
stretching where the gray level of image I based on
its histogram is stretched until limitations 1% for
bottom (0 value of intensity) and 1% for top (1
value of intensity) in order to increase the intensity
of distribution of the image to improve the quality
of the original image as presented in Fig. 3. It
compresses input levels lower than m into a narrow
range of dark levels in the output image; similarly, it
compresses the value abovem into a narrow band of
light levels in the output.24 The result is a higher
contrast image.

s ¼ T ðiÞ ¼ 1

1þ m
i

� �
E
; ð1Þ

where i represents the intensity of the input image,
s the corresponding intensity value in the output
image, and E controls the slope of the function.

Furthermore, the morphological operation is ap-
plied to the enhanced contrast image T ðiÞ. The goal
of the morphological opening operation is to make
the important features of a cervical cell image visible
and reduce undesired features of the image. We
basically have to consider light's interaction with
the object in order to obtain a uniform illumination.
To enhance the visibility of certain features, we can
use the following issues, such as composition of light
and directional properties of illumination.

Unfortunately, to adjust all the important things
in the data acquisition process is di±cult as our
data specimen surfaces often are not smooth.
Therefore, the morphological opening operation to
produce a uniform illumination image is important
in this study. The morphological opening of T ðiÞ by
structuring element OðiÞ; denoted by T �P , is simply
an erosion of T by P , followed by dilation of the

result by P .24 The mathematical formulation of the
opening is

E ¼ T �P ¼ [fðP ÞzjðP Þz � Tg; ð2Þ
where [ f�g denotes the union of all sets inside
the braces, and the notation (P ÞzjðP Þz � T means
that (P ÞzjðP Þz is a subset of T . This formulation
has simple geometric interpretation; T �P is the
union of all translations of P that ¯t entirely within
T . The morphological opening completely removes
regions of an object that cannot be contained by
structuring the element, smoothening object con-
tours, breakings thin connections, and removing
thin protrusions.

4.2. Features extraction

An important method for the region description of
cervical cell FE-SEM image is to quantify its tex-
ture content. Two kinds of methods used for com-
puting texture are the statistical approach and
spectral measure. In this study, we used the statis-
tical approach which is based on GLCM to compute
texture. As presented in the previous section,
GLCM has four parameters that need to be con-
sidered as follows: region size, quantization levels,
displacement, and orientation values. In this study,
we used a 924� 540 region size, 9 quantization
levels, d ¼ 1; 2 of displacement and � ¼ 0�, 45�, 90�,
135� for orientation. The GLCM method which
extracts second-order statistical information was
applied to the 8-bit gray-level SEM images. The
joint probability of two pixels with speci¯c intensity
levels away from a distance d was calculated along
the speci¯ed direction h. The spatial dependence
matrix is de¯ned as:

Pd;�ði; jÞ ¼
XN�dx

x¼1

XM�dy

y¼1

1; if I x; yð Þ ¼ i and
I xþ dx; yþ dyð Þ ¼ j

0; otherwise

8<
: ;

ð3Þ
where I is the input image, N and M are the height
and width of I, respectively, i and j are the two
speci¯c intensity levels, respectively, and d denotes
the o®set between the two pixels (x, yÞ and
ðxþ dx; yþ dyÞ.

A normalized GLCM formula that can be treated
as the probability is calculated as

P ¼ Pdði; jÞP
i

P
j Pdði; jÞ

: ð4Þ

Fig. 3. Contrast stretching transformation.
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The distance d was varied from 1 to 2 pixels, and
the GLCM was averaged over four directions: 0�,
45�, 90�, and 135�. For cervical cell FE-SEM ima-
ges, there are no systematic patterns based on ori-
entation. The virus features on cervical cell images
rotate and position themselves in all possible
orientations. Therefore, we used � ¼ 0�, 45�, 90�,
and 135� to e±ciently cover all directions of cervical
cells FE-SEM images, as shown in the next section.
An image texture analysis was performed on a slice-
by-slice basis. We used four textural features in our
study. The texture features, including contrast,
correlation, energy, and homogeneity, were calcu-
lated from the normalized spatial dependence ma-
trix to quantitatively represent the characteristics
of the cervical cells based on the likelihood that
similar pixels are neighbors. Let pði; jÞ be the ði; jÞth

entry in a normalized GLCM. Figure 4 presents how
the GLCM works on the output images of the
morphological opening process.

Based on the co-occurrence matrixes as presented
in Fig. 4, the features are calculated as follows.

1: Contrast; f1 ¼
XNg�1

n¼0

n2

�
XNg

i¼1

XNg

j¼1

pði; jÞ
�����ji� jj ¼ n

( )
;

ð5Þ
2: Correlation; f2 ¼

1

�x�y

X
i

X
j

ðijÞpði; jÞ � �x�y

� �
;

ð6Þ

1 1 5 6 8 8
2 3 5 7 0 2
0 2 3 5 6 7

2 2 6 7 9 9
3 4 6 8 1 3
1 3 4 6 7 8

Offsets Angles

0 1 0º

0 2 0º

-1 1 45º

-2 2 45º

-1 0 90º

-2 0 90º

-1 -1 135º

-2 -2 135º

For example 1: Offset [ 0, 1] 

1 2 3 4 5 6 7 8 9

1 0 0 2 0 0 0 0 0 0

2 0 1 0 0 0 1 0 0 0

3 0 0 0 2 0 0 0 0 0

4 0 0 0 0 0 2 0 0 0

5 0 0 0 0 0 0 0 0 0

6 0 0 0 0 0 0 2 1 0

7 0 0 0 0 0 0 0 1 1

8 1 0 0 0 0 0 0 0 0

9 0 0 0 0 0 0 0 0 1

For example 2: Offset [-1 1]

1 2 3 4 5 6 7 8 9

1 0 0 0 1 0 0 0 0 1

2 0 0 0 0 0 0 0 0 0

3 0 1 0 0 0 1 0 0 0

4 0 0 0 0 0 1 0 1 0

5 0 0 0 0 0 0 0 0 0

6 1 0 0 0 0 0 1 0 0

7 0 0 1 0 0 0 0 0 0

8 0 0 0 0 0 0 0 0 1

9 0 0 0 0 0 0 0 0 0

0º [0 1]

45º [-1 1]

90º [-1 0]
135º [-1 -1]

Pixel of interest

Output image of morphological opening Convert image to 9 of quantization levels

Use d = 1, 2

Two examples of the obtained 
Co-occurrence matrixes

FFor exampmm le 2: OF

Fig. 4. How the GLCM works in the output images of morphological opening process.
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3: Energy; f3 ¼
X
i

X
j

pði; jÞ2; ð7Þ

4: Homogeneity; f4 ¼
X
i

X
j

pði; jÞ
1þ ði� jÞ2 ; ð8Þ

where �x, �y, �x, and �y are the means and the
standard deviations of the corresponding distribu-
tions; and Ng is the number of gray levels in the
image. In brief, contrast represents the local varia-
tions presented in an image. Correlation is a mea-
sure of gray level linear dependence between the
pixels at the speci¯ed positions relative to each
other. Energy reveals the regular patterns of pixels.
Homogeneity represents the spatial similarity of
image structure.

4.3. Linear discriminant analysis

Linear discriminant analysis (LDA) performs well
in many applications. The basic idea of LDA is
simple: for each class to be identi¯ed, calculate a
(di®erent) linear function of the attributes. The
class function yielding the highest score represents
the predicted class. There are many linear classi¯-
cation models, and they di®er largely in how the
coe±cients are established. LDA does not require
multiple passes over the data for optimization. Also,
it naturally handles problems with more than two
classes and it can provide probability estimates for
each of the candidate class. Some analysts attempt
to interpret the signs and magnitudes of the coe±-
cients of the linear scores, but this can be tricky,
especially when the number of classes is greater
than 2.

LDA solves a general Eigen-problem. Suppose
there are C classes and n number of d-dimensional
training samples, and nc denotes the number of
training samples of the class c. Let 1 denote an all-
one vector of proper length. The within-class scatter
matrix Sw, the between-class scatter matrix Sb and
the total scatter matrix St, are

Sw ¼ 1

n

XC
c¼1

X̂c �mc1
T

� �
X̂c �mc1

T
� �T

; ð9Þ

Sb ¼
1

n

XC
c¼1

nc mc �mð Þ mc �mð ÞT ; ð10Þ

St ¼
1

n
X̂ �m1T
� �

X̂ �m1T
� �T

; ð11Þ

respectively, where X̂ 2 Rdxn is the data matrix in
which the columns are training samples, X̂c is the
data matrix of training samples belonging to the
class c, m is the mean vector of all training samples,
mc is the mean vector of training samples belonging
to the class c, and T denotes matrix transpose.

LDA computes a linear transformation matrix
W 2 Rd�ðC�1Þ, and usually d � C. The transfor-
mation matrix projects data from the original high-
dimensional space into a low-dimensional space,
maximizing the between-class distance while mini-
mizing the within-class distance. Traditional LDA
¯nds the optimal transformation matrix W LDA by
solving the optimization problem

WLDA ¼ argW max trace WTSbW W TStW
� ��1

� �
:

ð12Þ
According to Ref. 12, when the total scatter matrix
St is nonsingular, the solution WLDA consists of the
top eigenvectors of the matrix ðS�1

t SbÞ that corre-
sponds to nonzero eigenvalues. When the total
scatter matrix St does not have a full rank, WLDA

consists of the eigenvectors of ðSþ
t SbÞ corresponding

to the nonzero eigenvalues, where Sþ
t denotes the

pseudo-inverse of St.
13

The description of data used for classi¯cation is
tabulated in Table 1. The data are obtained from
the FE-SEM application on cervical cell specimens.

In the classi¯cation stage, the discriminant
analysis (DA) technique is applied to classify three
classes of the cervical precancerous cells. Ten times
ten cross validation are applied for data distribu-
tion to test the capability of the features extrac-
tion technique as input for the screening system.
In this study, our system uses validity measures of
screening with normal and abnormal (i.e., LSIL
and HSIL) classes. True positives (TP) and True
negatives (TN) are obtained when the abnormal
(i.e., LSIL and HSIL) and normal cervical cells are

Table 1. Data descriptions to
test screening system.

Classes of data Total data

Normal 80
LSIL 40
HSIL 30
Total 150
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correctly classi¯ed as they are. False positive (FP)
is obtained when a normal cervical cell sample
is incorrectly classi¯ed as abnormal cervical cell
(i.e., LSIL and HSIL). False negative (FN) is
obtained when abnormal cervical cell (i.e., LSIL
and HSIL) is incorrectly classi¯ed as a normal
cervical cell sample. Based on the de¯nition, ac-
curacy, sensitivity and speci¯city are used in the
calculation of screening results as in Eqs. (13) to
(15) respectively.

Accuracy ¼ ðTP þ TNÞ
Total data

� 100%; ð13Þ

Sensitivity ¼ TP

ðTP þ FNÞ � 100%; ð14Þ

Specificity ¼ TN

ðFP þ TNÞ � 100%: ð15Þ

5. Results and Discussions

In this section, the authors present the experimental
results that follow the previous approaches in this
study to evaluate the performance of the proposed
screening system. All experiments are implemented
on a personal computer Intelr coreTM i7-2600 CPU
@ 3.4GHz with memory 16GB operated using
Matlab version R2010a, and images are 1024� 943
pixels with 8-bit gray levels. The approach is di-
vided into three steps: (1) preprocessing; (2) feature
extraction and (3) LDA classi¯cation. Among
the collected samples, there are three classes of
cervical cells types which include normal, LSIL,
and HSIL.

Based on Fig. 5, the three classes of cervical cells
FE-SEM images are presented in the original forms,
the resulted contrast stretching images, and the
resulted morphological opening images. The indi-
cator of abnormality of the cervical cells images is
the existence of HPV on the surface of the cell and/
or tissue of the cervix. The viruses are not shown
in the normal cervical cells image as presented in
Figs. 5(a) (original image) and 5(d) (contrast
stretching image) clearly. However, in the original
and the resulted contrast stretching of LSIL and
HSIL images as shown in Figs. 5(b), 5(c), 5(e),
and 5(f) as referred by red arrows, the viruses
are shown and growth has increased in the HSIL
images. The existence of the virus is shown using
light intensity. Morphologically, the virus exists in

the ¯rst layer of the surface. Therefore, the intensity
values are higher than others.

Based on the resulted contrast stretching images
as presented in Figs. 5(d) to 5(f), the illumination of
the images are shown to be not uniform as depicted
by orange arrows on the images. It would certainly
also occur in other used images for this study, as the
specimen samples are not °at. Thus, the morpho-
logical opening step is important to remove noise
and/or nonuniform illumination in order to improve
the clarity of information for the feature extraction
process. As presented in Figs. 5(g) to 5(i), the uni-
form illumination images for each cervical cell class
are shown and detected that have clear information
to di®erentiate between normal, LSIL, and HSIL
classes. The indicator of the abnormal cells (i.e.,
LSIL, HSIL) is presented as texture in the images.
Therefore, in this study, the GLCM which calcu-
lates the statistical approach features based on the
co-occurrence matrix was applied to the resulted
morphological opening image for the feature ex-
traction process.

GLCM builds a new matrix that counts the
number of di®erent neighboring relations. Four
statistical parameters are calculated from each
GLCM matrix based on the displacement and ori-
entation value. Based on the two used displacement
values, d ¼ 1 and 2 and four used orientation
values, � ¼ 0�, 45�, 90�, and 135�, the contrast
features as well as other features (i.e., correlation,
energy, and homogeneity) are derived to be eight
feature values. The displacement values, d ¼ 1 and
orientation values, � ¼ 0�, 45�, 90�, and 135� pro-
duce four feature values whereas the displacement
values, d ¼ 2 and orientation values, � ¼ 0�, 45�,
90�, and 135� also produce four feature values.
Therefore, based on the co-occurrences matrix of
the image and the used displacement and orienta-
tion values, a total of 32 features from contrast,
correlation, energy, and homogeneity are extracted.
The features are then fed into classi¯er tools for the
classi¯cation process.

The cervical cell FE-SEM images give informa-
tion in terms of statistical features based on the
pixel intensities values, namely contrast, correla-
tion, energy, and homogeneity. Based on Table 2,
accuracy, sensitivity and speci¯city are achieved
up to 95%. This is due to the good information
provided by the image's features namely contrast,
correlation, energy and homogeneity that are
extracted from the cervical cells.

A system for detection of cervical precancerous

1650045-9

J.
 I

nn
ov

. O
pt

. H
ea

lth
 S

ci
. 2

01
7.

10
. D

ow
nl

oa
de

d 
fr

om
 w

w
w

.w
or

ld
sc

ie
nt

if
ic

.c
om

by
 H

U
A

Z
H

O
N

G
 U

N
IV

E
R

SI
T

Y
 O

F 
SC

IE
N

C
E

 A
N

D
 T

E
C

H
N

O
L

O
G

Y
 o

n 
09

/2
2/

18
. R

e-
us

e 
an

d 
di

st
ri

bu
tio

n 
is

 s
tr

ic
tly

 n
ot

 p
er

m
itt

ed
, e

xc
ep

t f
or

 O
pe

n 
A

cc
es

s 
ar

tic
le

s.



To show the capability of our proposed system,
the performance results are compared with those
from existing analyses techniques. The comparison
performances of the cervical screening system and
the several aforementioned approaches are tabu-
lated in Table 3 in term of accuracy, sensitivity, and
speci¯city. Four systems, namely system A,25 B,8

C,26 and the proposed system are included for
comparison.

Based on Table 3, the system A by using FISH
image25 presents better classi¯cation performances
than systems B and C with 93.5%, 93.2%, and

94.1%, of accuracy, sensitivity, and speci¯city, re-
spectively. System B which uses cervicography
image has better results than system C, which uses
colposcopy image. Among the systems, our pro-
posed system presents the highest accuracy, sensi-
tivity, and speci¯city results in Table 3. The
performances of the proposed system by using FE-
SEM images achieved up to 95% of accuracy, sen-
sitivity, and speci¯city, respectively. The system
can well di®erentiate the cervical cells as it uses
texture to di®erentiate between normal and ab-
normal cells. By using both features and image

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Note: *o, cs, and mo are original, contrast stretching, and morphological opening, respectively. Red arrows refer to viruses and orange arrows refer to

nonuniform illumination.

Fig. 5. (a) normal (o) (b) LSIL (o) (c) HSIL (o) (d) normal (cs) (e) LSIL (cs) (f) HSIL (cs) (g): normal (mo) (h): LSIL(mo)
(i): HSIL(mo).
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processing technique, there are more signi¯cant in-
formation have been obtained which have a ten-
dency to produce more accurate result. Therefore, it
can be used as second opinion for the expert.

Limitation of the proposed system is explained in
Sec. 4. A large ROI is needed to extract the infor-
mative texture features of the FE-SEM images due to
the texture information in the FE-SEM images are
causedby the existing viruses on the cervical cells FE-
SEM images. Therefore, large computer memories
are also needed to process the images. However, with
the advancement of the computer technology, the
computer memory issues are resolved. The perfor-
mance of the proposed system has produced prom-
ising results in the cervical cells screening.

6. Conclusions

This paper has shown the e®ectiveness of texture
analysis based on an image processing technique in
the ¯eld of developing a novel screening system to
detect cervical precancerous cells based on FE-SEM
images. The HPV shape on the surface of cells
and/or tissue is identi¯ed as an indicator. Based
on the FE-SEM images, texture is signi¯cant to
di®erentiate among cervical precancerous cells.
GLCM techniques are used to extract features for
the classi¯cation input of the screening system. The

performance of the screening system which has
input features from the texture's statistical tech-
nique has achieved up to 95% of accuracy, sensi-
tivity and speci¯city. Based on the results, the
proposed system could be applied in clinical cervical
cancer screening procedures.
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